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Motivation
In the past decade there has been an explosive growth of biological data, including genome projects,
proteomics, protein structure determination, cellular regulatory mechanisms, and the rapid
expansion in digitization of patient biological data. Although raw computational power follows
"Moore's Law", the genomic data at GenBank (the NIH genetic sequence database, an annotated
collection of all publicly available DNA sequences) is doubling every six months. Proteomic and
cellular imaging data appear to grow even faster. Post-genomic-era bioinformatics will require
high-performance computing power of the order of several hundreds of teraflops or more. Moreover
a growing number of related problems is posed as complex optimization.
Methods
In recent years, FPGAs, short for Field-Programmable Gate Arrays, logic programmable chips [1]
[2] have emerged as high-performance computing accelerators capable of implementing finegrained,
massively parallelized versions of computationally intensive algorithms [3]. In particular
several problems arising in biomedical and bioinformatics research can be viewed as finding the
optimal covering of a finite set [4] [5]. While the Set Covering problem is known to be NPcomplete
[6] a number of approximation heuristics have been proposed. The most efficient schema
remains the greedy one [7]. Recently, a new greedy algorithm for approximating minimum set
cover has been presented [8]. The algorithm, while not randomized, is based on a probability
distribution that leads the greedy choice. It shows very good empirical performances and it has
successfully been applied in wireless network applications [9] [10]. While efficient implementations
are given, the cost of probability distribution evaluation can still be unaffordable in massive realtime
applications. In this paper we describe an implementation based on a FPGA of a tailored
version of the algorithm. It makes the algorithm suitable for several real world bioinformatics
problems.
Results
The test results show very good empirical performances on the used benchmarks. The speed up of
our approach is also successfully tested.
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