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Introduction 
In this paper an information geometric approach to survival analysis is described. A neural network is designed 
to model the probability of failure of a system, and it is trained by minimising a suitable divergence functional in 
a Bayesian framework. By using the trained network, minimisation of the same divergence functional allows for 
fast, efficient and exact feature selection.  

Survival Analysis and Feature Selection 
In literature we find many different modeling approaches to survival analysis. Conventional parametric models 
may involve too strict assumptions on the distributions of failure times and on the form of the influence of the 
system features on the survival time, assumptions which usually extremely simplify the experimental evidence, 
particularly in the case of medical data. In contrast, semi-parametric models do not make assumptions on the 
distributions of failures, but make instead assumptions on how the system features influence the survival time; 
furthermore, usually these models do not allow for direct estimation of survival times. Finally, non-parametric 
models only allow for a qualitative description of the data. 

Neural networks have been recently used for survival analysis; for a survey on the current use of neural 
networks we refer to [8] and [10]. The only neural network architectures aimed at survival analysis and trained in 
a Bayesian framework are described by [2], [3], [4] and [7]. 

In many survival analysis applications, the issue of feature selection has a central role. Often the 
phenomenon we are trying to model is very complex, and there is not a priori knowledge which can be used to 
select the input variables which are relevant to modeling the survival function. So, the usual approach is to use 
all the available inputs. This is true, for example, in the biostatistics and bioinformatics fields, in which 
researchers are not willing to exclude possibly relevant variables. The inclusion of many inputs however has 
many drawbacks: interpreting the model is difficult, irrelevant variables act as noise worsening the 
generalization capability of the model, data gathering can be much more costly and small data sets become less 
appealing because of the curse of dimensionality. 

Variable selection methods are a main subject of research in statistics [5], with application to commonly 
used modeling techniques. However, it turns out that much of the developed theories and algorithms are not 
usable in the case of complex layered models (like neural networks) [9]. 

Many of the existing methodologies tackle the more general problem of architecture selection, that is the 
elimination of parameters to get simpler models; variable selection criteria are then based on these pruning 
strategies. Other selection criteria define some direct “measures” of relevance of parameters, or evaluate their 



 

relevance by some functionals of the model outputs (e.g. functions of first or second derivatives w.r.t. the 
inputs). Almost all methods require retraining of the model, and have therefore a very high computational cost. 
Furthermore, these methods are typically coupled with suboptimal search criteria, like forward and backward 
substitution [5], which cannot take into account relations between input variables. For a review of some variable 
selection algorithms applied to layered models the reader can refer to [9]. The fundamental relevance of survival 
analysis and feature selection for bioinformatics research is reported in the best paper of the CAMDA 03 
conference [6], where the authors however use common modeling approaches. Therefore, we see the need for 
improvements in modeling and feature selection techniques. 

A Novel Information Geometric Approach 
In this paper we describe a neural network architecture [3], a generalisation of the model proposed in [4], which 
overcomes all the limitations of currently available neural network models without making assumptions on the 
underlying survival distribution and without using discretizations or piecewise approximations as other neural 
network approaches to survival analysis do.  

The neural network architecture is defined and trained according to information geometric principles [1] by 
minimising a suitable divergence functional in a Bayesian framework. The same geometric concepts are applied 
to exploit the geometric structure of the network and an algorithm is formulated which efficiently solves the 
feature selection problem by evaluating “projections” between the manifolds of probability densities implied by 
models with different input dimensions [3]. The feature selection algorithm makes full use of the information 
obtained in the training phase, and does not need retraining of the network, nor the full exploration of the feature 
space. Instead, the monotonicity of the proposed selection criterion allows for a fast and “clever” exploration of 
the feature space by using efficient “branch and bound” [5] search algorithms. Our method takes into account 
possible dependencies between input variables 
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